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Abstract: A novel mental model of born blind users for touch screen devices to aid 

software developers in designing and building better usability applications for 

blind users is presented. The work of Kurniawan was the basis to examine the 

mental model of blind users. A user case study was carried out to assess the 

subjective mental model of users in regards to application of usability. This 

revealed that two stages: listening and interaction are used to facilitate the 

development of the Kurniawan mental model. This paper also suggests twelve 

usability features that can be added to facilitate the design phase of the system. 
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1. INTRODUCTION 

In spite of the authority of the human sensory system, the insight of the 

person is supplemented and enriched by past experiences developed by 

relationship with others. Without this ability, s/he will lack understanding of 

a particular situation. In the field of cognitive science, these perceptual 

relations are referred to as “mental models” [12]. The field of Human-

Computer Interaction (HCI) has adopted and adapted these concepts to 

further the study in the field of usability [6]. 
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When software developers create new products or applications, they are 

articulating ideas that they deem will speed up specific end-user experiences. 

The idea is known as a “conceptual model” and when suitably utilized in the 

product construction, it will aid in complementing a mental model that 

typical end-users have and acknowledge [32]. Products that are not 

proficient to make this connection consistently and spontaneously are 

typically perceived by end-users as unwieldy or perplexing since the users 

have no means to associate or envisage the experience.  

Usability is the extent to which specific users can use a product to their 

satisfaction in order to effectively achieve specific goals in a specific context 

of the user [10]. Usability is strongly tied to the extent to which a user’s 

mental model matches and predicts the action of a system [6]. By and large, 

accessibility and usability are addressed at the end of the construction 

process of the software which often involves major amendments to it. To 

evade this, it has been recommended that it should be dealt with positively at 

the preliminary stage instead of retroactively after testing [14]. Thus the 

usability features should be incorporated at the requirement stage of the 

software development cycle. For the novice developer, it will be difficult to 

analyze the usability functionalities for a blind user unless s/he knows the 

mental model of blind users in interacting with the touch screen device. The 

designing of a mental model for blind users is a challenging task. Some 

research has explored the blind users’ mental model and there is a necessity 

to give more focus on this area to ease the usability problems that blind users 

continue to face. As a result, we embraced a bottom-up approach based on 

fieldwork observation (for proposing a mental model) to depict a set of 

scenarios representing usability issues that have consequences on the final 

software architecture [2], [11]. Our research purpose is to derive possible 

usability features of the mental models of blind users of touch screen 

devices. Furthermore to explore and modify these models pertaining to the 

touch screen environment and their strategies in dealing with the device. 

2. MENTAL MODELS 

Kenneth Craik in 1943 was the first to invent the “Mental Model” theory 

[22]. He declared that the mind predicts the future action and reactions in 

advance by making a miniature dimensional model. The mental model can 

also be defined as how our mind represents an event/object to predict the 

future outcome (Davidson et al., 1999), [17], [19]. [24] affirmed that the 

mental model is indeed indispensable for designers since it reflects the user’s 

insight of what the system is confined to, how it works and why it works in 

that way. In 2002, Puerta-Melguizo et al., [25] asserted that the content and 

structure of the mental model spur on how users interrelate with the system 
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application. It avoids the interaction problem arising between the user and 

the computer by removing the unconstructive feelings towards the system. 

Little research has been conducted on the mental model for blind users. 

The work on mental model for blind user by [20] was focused on the 

challenge faced by the blind user using assistive technologies when 

browsing the web. The study found that the mental model of a blind user as a 

“vertical list” and that they perceive all information in a web page as single 

column like structure. In this case, the blind user will remember the 

sequence of interested items. The web page having huge information has to 

memorize a large set of items which is a burden for the blind user mental 

model. Furthermore, by converting 2-d information in a web page into a 

single columnar list, many navigational hints would be lost. Due to these 

factors, usability is achieved after spending more effort and time by a blind 

user as compared to the sighted user [3], [29]. Another study on the mental 

model by Takagi et al., [30] confirms that the blind user consider the 

information as a vertical list of online shopping web sites. They initiated the 

searching process based on their own scheme to speed up the process.  

    Some research has also been undertaken in the blind user model that 

required a more thorough understanding of the blind user’s behaviour with 

the system. The standard model of Kurniawan & Sutcliffe [16] was studied 

because they investigated the blind user’s mental model of the new window 

environment. He tested blind users in three processes, namely: exploration, 

task-action and configuration. In the exploration stage, the user first explored 

the desktop to see what applications are available. In the next stage, the user 

created another loop of planning how to interact with the system and 

executing the task. At the last stage, the user configured the system if needed 

when comfortable with the application. 

Kurniawan et al.’s model [16] is modified by Saei et al., [26] to include 

more components such as: skill based, knowledge-based, domain user expert 

and system help to minimize the gap between the developer and the blind 

user. One of the important observations from our study is that neither 

Kurniawan nor Saei concern themselves about the action performed in each 

process of the mental model. Most of the traditional usability such as help, 

feedback, error prevention were based on what they think and how they 

handle each situation. No usability is elucidated for what action was 

performed for each stage of the mental model. Without understanding what 

action will be performed for the different stages, it will be difficult for 

developers to understand the exact functioning of the mental model. This is 

one of the major motivations for us to conduct this study. 
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3. TOUCH SCREEN USABILITY 

The work of Kurniawan [16] gave an idea about how a blind user thinks 

and acts based on cues given by screen readers using desktop computers. 

Touch screen interaction differs from the interaction using a desktop screen 

reader in three ways. Firstly, it facilitates one to interact directly in a 

significant way than indirectly with a mouse or touchpad. Secondly, it can be 

held in the hand without requiring any intermediate devices. Finally, touch 

screen interaction can also be performed through voice-activated search 

tools such as Siri or Vlingo. The distinctive features and characteristics of 

touch screen based Smartphones that makes usability evaluation a 

demanding process are: (1) they have a small screen size despite the fact that 

they still have to display large amounts of information, (2) the buttons of the 

device generally have more than one function, and (3) the devices have 

limited processing and memory capabilities [18]. 

Another reason is that the interaction in touch screen between the sighted 

to blind user varies using touch screen. Generally, the sighted user uses 

dynamic layout and identify the items through vision. But the blind user uses 

static layout where s/he has to flicker to identify the items. As a 

consequence, usability changes for the blind user and therefore the mental 

model should be adopted to derive their usability. 

From the literature, we found that the Kurniawan mental model for blind 

users [16] is based on a study carried out for screen readers only and not for 

touch based devices. Not only that, the processes studied concerned: 

exploration, task action and the configuration processes. However, our user 

study for blind touch screen users reveals that each process is not executed 

in a single step. It consists of multiple stages. Therefore, this study will 

extend the previous works by studying the stages available in each process to 

propose an updated, more universal and thus an enhanced mental model [7]. 

Subsequently, factors affecting these stages will be studied to elicit usability 

features to facilitate the design of the new system. 

4. EXPERIMENT 

The user study was carried out to elicit the mental models of the blind user 

when interacting with the touch screen based smart phone through audio and 

haptic feedback. We recruited around seven blind participants with an 

average age of 35 years. All participants have enough experience of using 

mobiles with screen readers. None of the participants, however, have 

experience of using a touch screen mobile. Since the cohort size is small, we 

conducted on average about 8.5 trials per participants. All users have English 

as a second language (L2). A Smartphone running our prototype generates 
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the speech according to Android development code. The prototype was 

deployed on the Samsung Galaxy S2 running the Android Ice Cream 

Sandwich OS touch based Smartphone and tested with the blind users.  

The mental model literature suggests that if the system is too complex 

such as web and touch screen devices without prior training, a mental model 

is elicited (Zhang, 2008). We adopted the same strategy. 

We conducted Verbal and Hands-on Scenario in which the user is required 

to perform a series of tasks to achieve the target [28]. The user is prompted 

to think aloud during the experiment. The user has to answer several 

questions pertaining to hands on the task using the system. It helps the 

investigator to extract the usability problem they faced. 

The blind users were given the target name. The audio cues were given to 

reach the target. The blind users used these audio cues in order to reach this 

target. On pressing each target chosen by the blind user, the audio cue 

informs the name of the target. The blind user has to repeat this task until 

they reach the desired target. The mental model and usability are elucidated 

based on observation and discussion with the blind user. Some of our 

findings are supported by the literature which is mentioned appropriately. 

5. EXTENDED MENTAL MODEL 

The study observed that a blind user for every exploration, task action 

and configuration process, adopted two stages of strategy to acquire the 

target: listening and interaction. In the listening stage, a blind user listens to 

the audio cues to navigate. Based on the listening comprehension, interaction 

took place. This activity is iterated until the target is reached. Each stage of 

the strategy based on our understanding, in a developer point of view is 

explained. 

The process of listening is divided into: listening, hold in memory, build 

the images, search in their database, retrieved, compared, test the image and 

execute the task. The interaction technique will be faster if the image was 

already stored. Hence it is imperative for developers to use a common 

vocabulary for effective interaction between the blind user and the device 

[7].  

The perception of the image may be different between the blind user to the 

sighted user. But it does not affect the quality of interaction. For instance, 

the image form for the word ‘tiger’ will be the same for all sighted users but 

vary for each blind user. Although it varied widely, based on their own 

individual perception, the blind user would proceed to the next level. 
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According to physics, interaction is a transfer of our energy from human 

to any device. In the exploration process and task action process, interaction 

is the next stage after listening. This interaction occurs through gestures such 

as touch and flickering in touchscreen devices. When a blind user has 

performed the interaction, he waits for feedback. If feedback is provided, the 

user proceeds to the next task. The unexpected feedback cause the user to be 

stuck from proceeding any further. If the user did not receive the feedback, 

the user will repeat the task. The application will be terminated if the user 

incorrectly presses the close button [7]. 

6. USABILITY ELUCIDATION 

The user study reveals that the listening and interaction stage is either 

strengthened or weakened by many usability features. In this extended 

paper,more components are accommodated for listening in support of 

listening comprehension(LC). Thus, the listening stage is dependent on 

audio features, listener characteristics, speech synthesizer and text 

characteristics.  The interaction stage is influenced by gesture, orientation, 

content and sub-content features. The other features such as user 

characteristics and environmental factors overlap both the stages if 

stimulated. The usability features are discussed with their metrics. 

6.1 Audio 

Audio is the main component for blind users to listen to. The source of 

audio may be from the environment or the device itself. While the ambient 

sound from the environment may hinder the interaction, the audio from the 

device, however, facilitates the interaction. Controlling the audio such as the 

volume [1] stop, pause and repeat what they listen to determines the effect of 

the listening.  

6.2 Speech Synthesizer 

The blind users receive the information aurally. While receiving the 

information, there is a chance of passing the erroneous message to the user 

through a speech synthesizer. Thus, choosing an intelligent speech 

synthesizer is a daunting task. This section deals with the usability problem 

that the blind user will face while listening to the audio due to the speech 

synthesizer. 
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6.2.1 Type of synthesizer 

The type of synthesizer has substantial impact on the quality of the output 

speech. Natural speech is more intelligent than synthesized speech [23]. The 

compressed synthesized speech is more intelligible than uncompressed 

natural speech. 

6.2.2 Speech rate 

The L2 listener has more comprehension with a low speech rate compared 

to a higher speech rate. 

 
Figure #-1. Proposed mental model with elucidate usability and its metrics 

6.2.3 Intonation 

Accent: It identifies the person is from regionally or socially by the features 

of pronunciation [5]. Familiar accents are easier to understand than an 

unfamiliar accent. For instance, it may be difficult for an Arab user to 

comprehend a British or Amercian English accent than an accustomed 

Indian English accent. 

Phrase: The natural speakers often break up sentences into several phrases, 

which can be articulated with pausing. Sometimes punctuation can be 

misleading (Table #1) and sometimes can serve as a guide. 
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Table #-1. Syntactic Phrases 

Punctuation Syntactic Parse 

(A+B) * C A plus B star C 

We saw Peter, and Mary saw 

Scott 

We saw (Peter and Mary) 

saw Scott 

 

Melody: It refers to the patterns of tones with which a phrase, sentence or 

paragraph is spoken. The speech synthesizer has a small taxonomy of 

melodic patterns. It has the limitation of uttering only assigned patterns. 

6.3 Listener Characteristics 

While considerable individual difference factors may affect both native 

language (L1) and L2 listening comprehension, this review covers only the 

subset of factors deemed by our participant (L2) as relevant to the question 

of difficulty of listening passages on our prototype. The factors discussed 

here include working memory capacity, the use of metacognitive strategies, 

language proficiency and experience with the L2 and anxiety.  

6.3.1 Working memory capacity 

It refers to those who are most competent to the presence of mind, 

attentive and understand easily what they have listened to and have strong 

provisional storage. The comprehension correlates with greater working 

capacity [9].  

6.3.2 Metacognitive Strategies 

The L2 listener having good metacognitive strategies – those who are 

aware of and use effective strategies shows better listening comprehension 

[31]. 

6.3.3 Proficiency  

It involves familiarity with non-native language’s vocabulary size and 

phonology; amount of exposure to the language and background information 

about, scheme, structure, text and culture. 

The listener’s ability to correctly decipher the phonology and vocabulary 

improves with an increase in proficiency and experience. Prior experience in 

the relevant study compensates for mishearing or encountering unfamiliar 

words, which can increase comprehension. 
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6.3.4 Anxiety 

When a listener feels the message is too complex or difficult to 

understand, concentration falters and comprehension declines. Anxiety 

mostly occurs when the listener is trying to sort conflicting information, 

listening to illogical passage(s) and also to new information. It causes a 

negative impact on comprehension. 

6.4 Text Characteristics 

Although there are many factors which influence the L2 listener, our study 

is based on the factors which influence the usability of the system. The 

factors discussed here include the passage: length, complexity, type, 

organization, authenticity and readability grade.  

6.4.1 Passage length  

The passage length has been defined by the researchers with a number of 

measures such as syllabus/second, duration, number of words or sentences. 

This section is classified into passage length, and redundancy. 

Passage length: The research reveals that the longer length passage has 

some difficulty in LC, but the effect is weak. Since the user has to listen to 

the keywords of the sentences and then build-up the sentences on their own. 

Redundancy: Repetition of information increases the LC consistently but it 

depends on the type of redundancy such as whether the sentence is 

paraphrased or an exact repetition. It is supported by Sasaki [27]. 

6.4.2 Complexity 

Passage complexity is referred directly to dissimilar properties such as 

syntactic structure, pragmatic information and directness. 

Syntatic feature: Newly listened to vocabulary have a detrimental impact 

on LC. Negatives (negative prefixes like ‘–un’ and negative markers like 

‘not’) have higher impact than positive keywords. 

Pragmatic information: Inclusion of pragmatic information such as idioms 

and culturally specific vocabulary decreases the LC among L2 listeners 

which was proved by Sasaki [27]. 

Directness: The sentence with implied meaning is more difficult for the L2 

low proficiency listener. 
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6.4.3 Organization  

Passage type: The passages about familiar topics are easier for L2 listeners 

than the passages about unfamiliar topics. 

Orality: It is the extent to which a passage contains more spoken words 

(non-academic) than written languages (academic) words [15]. The passages 

that are more oral are less difficult to understand for L2 listeners. Such 

passage have more disfluencies, greater redundancy and simpler syntax (not 

grammatical). 

Coherence: It involves the appearance of logicality and relevance in a 

passage. The less coherence between the passage the more they seem off-

topic or tangential.  

Discourse Markers: Discourse markers such as but, however, increases the 

coherence of the sentences. Thus, it improves LC among L2 listeners as 

mentioned in [13]. 

Readability grade: 

The reading scale is the ease in which the text can be interpreted and 

comprehended. This scale is used when the listening user are kids [4].  

6.5 Handedness 

Hand movements are very crucial for gesture based interaction such as 

touch and flick. Mostly a finger is used for interaction. Often, the index 

finger is used for interaction. Sometimes if the proximity of a finger to a 

device is narrow, there is a chance for other fingers to hit the surface of 

touch screen leading to execute unexpected events. Generally, a blind user 

seldom uses multiple hands for interaction. 

The study reveals the size and shape of the finger also play a vital role in 

the exploration process. The bigger size finger will hit many targets 

simultaneously which will lead to mayhem during navigation. If the shape of 

the finger was not normal then it may hit the wrong target on the touch 

screen. As a result, developers should take care of the target size, avoiding 

the target to be placed in crowded areas and keeping the padding size normal 

to facilitate easy exploration. 

6.6 Contents and Sub-contents 

The contents can be classified into: text, images, audio/video and widgets. 
The structure of the text was already discussed in section 6.4. The image 

information was delivered to the blind user through alternative text. It needs 

the advice of a domain expert to deliver precisely [26]. 

Delivering video is identical to audio delivery which was discussed in 

Section 6.1. Widgets are the interaction point in the touch screen to operate 
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the given kind of data or application. The interaction varies with the types of 

widget such as buttons, text input, list and menus. The orientation of the 

widget also causes an impediment for interaction for blind users. At present, 

blind users are able to interact only with the textbox and a button. Therefore, 

more study is needed possibly in the future for direct exploration of different 

classes of widgets. 

6.7 User Characteristics 

User characteristics determine the effectiveness of listening and 

interaction. User characteristic such as age affects the exploration process. 

The rate of hand movement and the preciseness of hitting the target were 

decreasing with an increase in age. 

Mental state affects the rate of the exploration process. While positive 

mood enhances the process, negative mood retards it. At some posture, the 

body may assume a great variety of shapes and positions. If the body and 

mind are not stressed, comfortability can be achieved and hence the 

exploration phase will take place faster. 

Physiological factors such as illness, stress and fatigue will cause 

discomfort during the interaction. A high level of exposure (familiarity) 

enhances the interaction level. 

6.8 Environmental Factors 

Environmental factors such as: noise [8], odour, or weather induced 

sweating reduce the speed of exploration with the devices. As environmental 

factors cannot be controlled, the developers can take cautious steps to 

minimize the accessibility burden.  

7. DISCUSSION 

The user evaluation of the obtained data strongly confirms the hypothesis 

that usability can be elucidated through the action performed on each 

process of mental model. 

The proposed mental model is the extension of existing Kurniawan and 

Sutcliffe’s [16] mental model for the blind users with respect to touch screen 

technologies. The proposed conceptual mental model includes listening and 

interaction components which support each stage in the mental model. These 

components are necessary in order to assist the developers to minimize the 

gap between the developers and the blind person. 
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The mental models are always unstable [21]. In addition, the added 

components such as listening and interaction are stable. The techniques used 

for these components are unstable. The interaction with the system differs 

with the advancement of technology. For instance, the keyboard is used in 

desktop computing to navigate through the items. On the other hand, swipe 

gesture is used in touch screen technologies. Below we discuss some 

findings derived from this study. 

- The usability elucidated with the mental model is less than 100 per 

cent of the most complex applications. These differences are due to the 

fact that the complexity of usability calls for the proper identification of 

usable features in the affected parts of the system. The usability elucidated 

in this paper is universal in nature and can be applied for all the ‘apps’ 

(applications) if needed. Specific usability problems can be identified with 

stackholders and users. 

- Text characteristics are good. But users are not able to 

comprehend what was spoken. This impediment is due to the speech 

synthesizer. The speech synthesizer used by the user should be evaluated 

based on the usability problem such as: what type of synthesizer is used, 

speech rate, understandable pronunciation and suitable intonation (see 

Figure 1). Another impediment is listener characteristics. If the user has 

poor working memory or less metacognitive strategy or poor proficiency 

in the spoken language or is anxious due to some reason (see Figure#1), 

the listener (user) has to be excluded from testing or to accommodate 

some features in the application to alleviate this problem. 

- Some of the elucidate usability features did identify the testing 

condition of usability. For instance, developers need to think about the 

problems faced by blind users during the different types of weather and 

climatic conditions. For example, if developers feel that noise due to 

thunder will have an adverse impact on the interaction, than an audio 

control such as volume increase and/or decrease can be included in the 

software requirement. 

- Some of the usability features overlap with each other. For instance, 

the developer felt that during a negative mood phase (mental state – user 

characteristics), the blind user may perform any of these undesirable two 

actions: firstly, the user can press the target forcefully, giving more 

pressure during the touch. It can lead to the non-execution of the touch 

event or the execution of a long click event; secondly, the user can hit the 

incorrect target, which may lead to the execution of an undesired event.  

 To solve these, the developer can adjust the requirement to get the user to 

confirm before the event is executed. 

- Usability is the subset of accessibility. We cannot elucidate any 

major usability problems out of the inaccessible part of the system. 
Currently, the blind user is not interacting with the content such as the 

widget except by button control. They navigate through the pages with the 
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swipe gesture in a static layout. Thus, the minor usability problem arises 

in a static layout where direct interaction with the content is not 

experienced. 

Although our findings are specific to our prototype developed, it needs 

more checking based on the requirements of the target application. These 

findings give reliability in eliciting usability features to the knowledge 

warehouse that is beneficial in the process of asking the right questions by 

the novice developers to the stakeholders (blind users) and to confining 

accurate usability requirements for software development without an HCI 

expert on the development team. 

8. CONCLUSION 

It is highly important to define usability requirements at the earliest stage 

of software development process such as in the requirement stage. This is a 

difficult task as usability features are more difficult to specify as it requires a 

lot of discussion among stakeholders, especially the blind users or to 

approach HCI expertise to perform this. However, non-availability of HCI 

expertise or high cost to be paid to the HCI experts will cause the developer 

to find an alternative solution to elicit usability requirements. Our work takes 

a step in this direction, suggesting that usability features should be dealt with 

at the requirements stage. This paper has focused on eliciting usability based 

on the proposed mental model. This analysis will reduce the burden of 

novice developers to understand the mental model of blind users. The list of 

usability features suggested by the paper is not intended to be exhaustive; 

there are a number of confounding variables that need to be considered: 

metrics to measure listening load and complexity of interaction with the 

touch screen system. However, our future studies will address these factors 

and should help interpret the proposed metrics within these constraints. 

 

REFERENCES 
 

1. P. Adank, B. G. Evans, J. Stuart-Smith and S.K. Scott., Comprehension of Familiar and 

Unfamiliar Native Accents Under Adverse Listening Conditions, J. of Experimental 

Psychology: Human Perception and Performance, 35(2), April, 2009, pp520-529, ISSN: 

0096-1523, doi: 10.1037/a0013552. Available: 

https://www.escholar.manchester.ac.uk/api/datastream?publicationPid=uk-ac-man-

scw:29214&datastreamId=POST-PEER-REVIEW-PUBLISHERS-DOCUMENT.PDF 

2. L. Bass, B. E. John and J. Kates, Achieving Usability Through Software Architecture, 

Tech. R. CMU/SEI-2001-TR-005, ESC-TR-2001-005, Soft. Eng. Inst., Carnegie Mellon 

Uni., http://resources.sei.cmu.edu/asset_files/TechnicalReport/2001_005_001_13859.pdf 

 

 

Cop
y R

igh
ts 

https://www.escholar.manchester.ac.uk/jrul/search/?search=%220096-1523%22
https://www.escholar.manchester.ac.uk/api/datastream?publicationPid=uk-ac-man-scw:29214&datastreamId=POST-PEER-REVIEW-PUBLISHERS-DOCUMENT.PDF
https://www.escholar.manchester.ac.uk/api/datastream?publicationPid=uk-ac-man-scw:29214&datastreamId=POST-PEER-REVIEW-PUBLISHERS-DOCUMENT.PDF
http://resources.sei.cmu.edu/asset_files/TechnicalReport/2001_005_001_13859.pdf


14 Chapter # 

 
3. J. P. Bigham, A. C. Cavender, J. T. Brudvik, J. O. Wobbrock and R. E. Lander, 

WebinSitu: A Comparative Analysis of Blind and Sighted Browsing Behavior, 

ASSETS’07 Proc. of the 9th Int. ACM SIGACCESS Conf. on Computers and 

Accessibility, 15-17 Oct., 2007, pp51-58, doi: 10.1145/1296843.1296854 ISBN: 978-1-

59593-573-1. Available: http://webinsight.cs.washington.edu/papers/webinsitu.pdf 

4. S. A. Crossely, D. B. Allen and D. S. McNamara, Text readability and intuitive 

simplification: A comparison of readability formulas, Reading in a Foreign Language, 

April, 2011, 23(1), pp84-101. Available: http://files.eric.ed.gov/fulltext/EJ926371.pdf 

ISSN 1539-0578. 

5. D. Crystal, A Dictionary of Linguistics and Phonetics, 6th ed., June 2008, Wiley-

Blackwell, ISBN: 978-1-4051-5296-9. 

6. M. J. Davidson, L. Dove and J. Weltz, Mental Models and Usability, Cognative 

Psychology 404, 15 Nov., 1999. Available: 

http://www.lauradove.info/reports/mental%20models.htm 

7. M. Fakrudeen, M. Ali, S. Yousef and A. H. Hussein, Analysing the Mental Model of 

Blind Users in Mobile Touch Screen Devices for Usability, Lecture Notes in 

Engineering and Computer Science: Proceedings of The World Congress on Engineering 

2013 Vol II, WCE2013, 3-5 July, 2013, London, U.K., pp837-842. Available: 

http://www.iaeng.org/publication/WCE2013/WCE2013_pp837-842.pdf 

8. N. Golestani, S. Rosen and S. K. Scott, Native-language benefit for understanding 

speech-in-noise: The contribution of semantics, Biling. (Camb. Engl.), July 2009, 12(3), 

pp385–392. Available: http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2999832/ 

doi: 10.1017/S1366728909990150  

9. M. Harrington and M. Sawyer, L2 Working Memory Capacity and L2 Reading Skill, 

Stud. in Second Language Acquisition, 14(1), Cambridge Univ. Press, March 1992, 

pp25-38, doi: 10.1017/S0272263100010457 

10. ISO 9241-11: Ergonomic Requirements for Office Work with Visual Display Terminals 

(VDTs), Part 11: Guidance on usability, 15th March, 1998. Available: 

http://www.it.uu.se/edu/course/homepage/acsd/vt09/ISO9241part11.pdf 

11. L. Bass and B. E. John, Linking usability to software architecture patterns through 

general scenarios,  Journal of Systems and Software, 66(3), pp187-197, doi: 

10.1016/S0164-1212(02)00076-6 

12. P. N. Johnson-Laird, Mental Models and Thought, The Cambridge Handbook of 

Thinking and Reasoning (Cambridge Handbooks in Psychology), eds. K. J. Holyoak and 

R. G. Morrison, Cambridge University Press, 18 April, 2005, pp185-208, ISBN-13: 978-

0521531016. 

13. E. H. Jung, The Role of Discourse Signaling Cues in Second Language Listening 

Comprehension, The Modern Language Journal, 87(4), Dec., 2003, pp562-577, 

doi: 10.1111/1540-4781.00208 

14. N. Juristo, A. M. Moreno and M.-I. Sanchez-Sugura, Analysing the impact on usability 

on software design, Journal of Systems and Software, 80(9), Sept., 2007, pp1506-1516, 

ISSN 0164-1212, doi: 10.1016/j.jss.2007.01.006 Available: 

http://www.sciencedirect.com/science/article/pii/S0164121207000088 

15. G. R. Kiany and S. Jalali, Relationship between Modality, Types of Passages, and 

Performance of Advanced EFL Learners on Listening Comprehension Tests, Iranian J. 

of Applied Linguistics, 9(2), Sept., 200, pp79-99. Available: 

http://www.sid.ir/en/VEWSSID/J_pdf/87620060202.pdf 

16. S. H. Kurniawan and A. Sutcliffe, Mental Models of Blind Users in the Windows 

Environment, Computers Helping People with Special Needs, Lecture Notes in 

Compouter Science  2398, Springer Berlin Heidelberg, 2002, pp568-574, doi: 10.1007/3-

540-45491-8_109 

17.  A. Kurtz, Mental Models - A Theory Critique. Available: 

http://mcs.open.ac.uk/yr258/ment_mod/ 

Cop
y R

igh
ts 

http://dx.doi.org/10.1145/1296843.1296854
http://webinsight.cs.washington.edu/papers/webinsitu.pdf
http://www.lauradove.info/reports/mental%20models.htm
http://www.iaeng.org/publication/WCE2013/WCE2013_pp837-842.pdf
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2999832/
http://dx.doi.org/10.1017%2FS1366728909990150
http://dx.doi.org/10.1017/S0272263100010457
http://www.it.uu.se/edu/course/homepage/acsd/vt09/ISO9241part11.pdf
http://dx.doi.org/10.1016/S0164-1212%2802%2900076-6
http://dx.doi.org/10.1016/S0164-1212%2802%2900076-6
http://www.sciencedirect.com/science/article/pii/S0164121207000088
http://www.sid.ir/en/VEWSSID/J_pdf/87620060202.pdf
http://mcs.open.ac.uk/yr258/ment_mod/


#. ElicitiNg usability from blind user mental model for touch 

screen devices 

15 

 
18. Y. S. Lee, S. W. Hong, T. L. Smith-Jackson, M. A. Nussbaum and K. Tomioka, 

Systematic evaluation methodology for cell phone user interfaces, Interacting with 

Computers, 18(2), March, 2006, pp304-325, ISSN 0953-5438, doi: 

http://dx.doi.org/10.1016/j.intcom.2005.04.002 Available: 

http://www.sciencedirect.com/science/article/pii/S0953543805000366 

19. S. Makri, A. Blandford, J. Gow, J. Rimmer, C. Warwick and G. Buchanan, A Library or 

Just another Information Resouce? A Case Study of Users’ Mental Models of Traditional 

and Digital Libraries,  J. of the American Soc. for Info. Sci. and Tech., 58(3), 2007, 

pp433–445, doi: 10.1002/asi.20510 

20. E. Murphy, R. Kuber, G. McAllister, P. Strain and W. Yu, An empirical investigation 

into the difficulties experienced by visually impaired Internet users. Universal Access in 

the Information Society, Springer-Verlag, April, 2008, 7(1-2), pp79-91, doi: 

10.1007/s10209-007-0098-4 

21. D. A. Norman, Some Observations on Mental Models, in D. Gentner and A. L. Stevens 

eds., Mental Models, 1 May, 1983, Lawrence Erlbaum Associates, New Jersey, pp7-14, 

ISBN-13: 978-0898592429. 

22. D. A. Norman, The Design of Everyday Things, Revised and Expanded Edition, 5 Nov., 

2013, New York: Basic Books, ISBN-13: 978-0465050659. 

23. K. Papadopoulos, E. Katemidou, A. Koutsoklenis and E. Mouratidou, Differences 

among sighted individuals and individuals with visual impairments in word intelligibility 

presented via synthetic and natural speech, Augmentative and Alternative Comm., 26(4), 

Dec., 2010, pp278-288, doi: 10.3109/07434618.2010.522200 

24. K. Potesnak, Mental models: helping users understand software, Software, IEEE, vol.6, 

no.5, Sept. 1989, pp85-86, doi: 10.1109/52.35592 

25. M. C. Puerta-Melguizo, C. Chisalita and G. C. Van der Veer, Assessing users mental 

models in designing complex systems, Systems, Man and Cybernetics, 2002 IEEE Int. 

Conf. on, vol.7, Oct. 2002, pp6, doi: 10.1109/ICSMC.2002.1175734 

26. S. N. S. M. Saei, S. Sulaiman and H. Hasbullah, Mental model of blind users to assist 

designers in system development, Info. Tech. (ITSim), 2010 Int. Symp. in, vol. 1, pp1-5, 

15-17 June, doi: 10.1109/ITSIM.2010.5561350 

27. M. Sasaki, Effects of cultural schemata on students’ test-taking processes for cloze tests: 

a multiple data source approach, Language Testing, 17(1), Jan., 2000, pp85–114, 

doi:10.1177/026553220001700104 

28. M. Sasse, Eliciting and Describing Users’ Models of Computer Systems, PhD, 1997, 

University of Birmingham. 

29. K. Shinohara and J. D. Tenenberg, A Blind persons interaction with technology, Comm. 

of the ACM, 52(8), 2009, pp58-66. 

30. H. Takagi, S. Saito, K. Fukuda and C. Asakawa, Analysis of navigability of Web 

Applications for improving blind usabilty, ACM Trans. on Computer-Human 

Interaction, 14(3), Sept., 2007, article no. 13, doi: 10.1145/1279700.1279703 

31. L. Vandergrift, C. Goh, C. Marescha and M. Tafaghodtar, The metacognitive awareness 

listening questionnaire: Development and validation. Language Learning, 56(3), 2006, 

pp431–462. 

32. S. Weinschenk, The Secret to Designing an Intuitive UX: Match the Mental Model to the 

Conceptual Model, Article No. 513, 8th Oct., 2011. Available: 

http://uxmag.com/articles/the-secret-to-designing-anintuitive-user-experience 

Cop
y R

igh
ts 

http://dx.doi.org/10.1016/j.intcom.2005.04.002
http://www.sciencedirect.com/science/article/pii/S0953543805000366
http://uxmag.com/articles/the-secret-to-designing-anintuitive-user-experience



